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A one-dimensional numerical model is developed for motion and
heat transfer in a three-phase, spray-column, direct contact heat
exchanger. General equations are defined for distance up the
column using a physically-based model for the local heat
transfer. A new formulation is given for a mixed, time-averaged
temperature that may be representative of measurements taken
with temperature transducers in direct contact heat exchangers.
Results are compared to experimental data found from the
operation of a 0.6 m dia, 6 m high spray column heat exchanger
using pentane and water. Good agreement is shown between
the predictions and the data.

1. NOMENCLATURE

Bubble surface area
Cross sectional area of the column
Drag coefficient
Diameter of droplet
+D 2)/(2DD,)
Acceleration due to gravity
Heat transfer coefficient
Combined heat transfer coefficient
Enthalpy
Counter index
Thermal conductivity
Correlation factor
Mass flow rate
Ratio of liquid density to vapor density
Nusselt number
Number of drops per unit volume
Pressure
Peclet number
Prandtl number
Heat transfer rate
Radial coordinate
Ourside radius of sphere or bubble
Reynolds number
Time
Temperature
Velocity
Volume
Quality
Vertical distance along column from bottom
Thermal diffusivity
Vapor half opening angle in bubble
Ratio: heat transfer to the bubble to heat transfer from the
continuous phase -
Constant rate of increase of surface temperature with time

Holdup ratio
Viscosity
Density
1bscripts
¢ Average value
Continuous phase
Between continuous and dispersed phases

"OYPYI ZZA A THTER YUO>>

T AR
o

VOES—= JIWRN®LCH

(o2 = 0 -]
(=9 < =

ct  Between continuous phase and thermocouple
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2. INTRODUCTION
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Three-phase direct contact heat exchangers (DCHXs)
have been proposed for a variety of applications including
power generation and water desalination. A major thrust for the
application of three-phase DCHXs for geothermal power
generation has come from the US Department of Energy. This
work recently culminated with the design, construction and
operation of a 500 kW power plant at East Mesa, California. [1]
A comprehensive summary of much of the early direct contact
heat exchange work has been given.[2]

One of the major problems still present in this technical
area is lack of comprehensive design tools. Since limited
experiments have been performed, there is a lack of broadly
applicable data. The few design techniques available today still
require the use of empirical data. [2]

The key to a better understanding of these devices will
almost certainly be through the development of numerical
models that accurately reflect the heat transfer and fluid
mechanics phenomena that are present. Little work has been
successfully accomplished in this area. One of the more
definitive efforts in this aspect has been directed toward the
simulation of liquid/liquid spray columns, and this was
presented by Jacobs and Golafshani.[3] They showed fair
agreement between the results of their numerical model and the
experimental results for the liquid/liquid portion of the East
Mesa heat exchanger noted above. In another recent approach to
this problem, a single droplet rising through a continuous phase
has been modelled.[4] A single bubble analysis has been used
quite frequently, and it is this type of approach that seems to
offer a great deal of promise for the more complex spray column
situation.

A number of studies have focussed one of the more
critical aspects of the modelling: that of defining appropriate
models for droplet heat transfer rates. One of the earliest
workers in this area was Sideman, and he has performed both
experiments and theoretical developments. [5,6] His theoretical
approach is based upon a conduction-type solution in the
semi-infinite (assumed) continuous fluid. Another group of
early workers formulated an evaporation heat transfer model by
considering conduction through the periodic sloshing layer of
the dispersed phase liquid. [7]

More recently Raina and coworkers have dealt with
several aspects of bubble behavior on a fundamental level.
Included are the analysis of the instantancous velocity [8] or
general motion [9], a basic study of the heat transfer during
change of phase [10] and a further analysis of heat transfer
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considering sloshing effects [11). The basis of the Raina heat
transfer mechanism is to consider heat transfer only through the
liquid layer in the bottom of the droplet and to assume that, other
than the area effects of the layer, the heat transfer resistance
exists only in the continuous phase.

Several others have performed various experimental
studies, where the objective was either the development of
empirical correlations of heat transfer behavior, or the
observation of microscopic behavior of the droplet.
[12,13,14,15]

Physically the overall heat transfer coefficient for a liquid
bubble rising in a continuous liquid phase should increase as the
relative velocity of the bubble increases (assuming that the
bubble is injected essentially from rest.) As evaporation begins
inside the droplet, the overall heat transfer coefficient may:
continue to increase due to the enhanced heat transfer due to
evaporation in the bubble and acceleration of the bubble; or
could start to decrease due to a greater amount of low
conductivity vapor contained in the droplet. At some point the
latter characteristic must appear. Finally, the heat transfer
coefficient should reach a low value associated with the
completely vapor situation. Any changes from that point to the
end of the heat transfer process should be minor, trading off the
enhanced heat transfer associated with an increase in bouyancy
related velocity against the poorer internal heat transfer
characteristics of larger bubbles. More background information
on the various forms of heat transfer coefficients is given in the
description of the model development.

The work reported here is an attempt to develop a
calculational procedure to describe the flow and heat transfer of
droplets of one substance (the dispersed phase) through the bulk
flow of a second fluid (the continuous phase). Gravity effects
on the difference in densities of the two fluids are assumed to
drive the flow. Itis also desired to formulate the results so that
they can be compared to typical experimental measurements. In
all cases in what follows, any possible mass transfer effects are
neglected.

3. MODEL DEVELOPMENT
3.1 General Aspects

The development of the governing equations for the
numerical model start with the continuity equations. Using the
assumption that the mass flow rates for both the continuous and
dispersed phases remain constant, the continuity equations can
be written as:

md=pd(A' Q)Ud (l)
me=pe [A (1-¢)1U, )

where my, pg, and Uy are the mass flow rate, density and
velocity of the drop, which is also referred to as the dispersed
phase. The same quantities with the ¢ subscript refer to the
continuous phase. A is the cross sectional area of the column
and ¢ is the holdup ratio. )

A momentum equation for the total flow can be written as:

d
9 pau a1+ L o1 U =
dz dz

L e -0rpg e O

dz

Substituting the continuity equations (1) and (2) into equation
(3) and rearranging gives equation (4).

dP my dU du
e SR T N M R T
A dz

dz A dz

This equation is used to determine the change of pressure along
the column. Note that the third term on the right hand side of
this equation reflects changes in the hydrostatic component of
the pressure, while the first two terms on the right hand side
represent the velocity affects on pressure.

The one dimensional energy equations for the dispersed
and continuous phases in the column are given in terms of the
enthalpy by the following:

d Q
[pgoUgkgl=—r0 (5)

dz Pd Sl A"

d nQ
[pc(1- ¢)U B ]=—— (6)

- Pc cZc N

Here 1 is the ratio of the heat transfer from the continuous phase
divided by the heat transfer to the dispersed phase. For
situations where there is heat loss to the ambient, this ratio will
be greater than unity. It is assumed that the heat loss originates
from the continuous phase. Substituting equations (1) and (2)
into equations (5) and (6) results in the following relationships.

dI‘:d A Q
s e (7)
dz md Vv
dh A MQ

= — — (8)
dz m. V

A relationship for the velocity variation is found from a
force balance equation. The difference between the dispersed
and continuous phase velocities is given as:

r4(pc-pd\Dg'llf2
[ g™ e

Raina and coworkers [8,9] used this equation with experimental
data to find the following relationship.
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For calculating the drag coefficient an experimentally
determined curvefit for a solid sphere is combined with a
correlation for Stoke's drag force for the liquid droplet.[16] The
resulting equation is given by:

[ 24 6 - 1M1+2p./3p41
= — 4+ + 04 e = =
LRe 1+Rel? JL1+ perpg J

This result was compared with several others in the literature
and gave comparable results. In all cases the droplets were
assumed to be spherical. See the discussion later about this
assumption.

The expression for the bubble diameter was found by

C (11)
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assuming conservation of dispersed phase mass flow rate, and
by further assuming that the bubbles did not break up or
coalesce. An expression like equation (12) results.

[ pe Ug e
A a= e

L pcoUdOJ
Coalescence can be easily added to this by including an

empirical function for the attenuation of the number of bubbles
with height, while maintaining the flow rates constant.

D= (12)

3.2 Heat Transfer Coefficient

A very critical area in the model is the representation of
the heat transfer coefficient. While several models exist in the
literature, as was noted above, there are problems with all of
them. We briefly review below several of the ones mentioned
above. First consider the evaporation region.

Sideman and Taitel [6] obtained the following equation.

[ 3 cosP-cos3p+2 112
Nu. = pe. 12 (13)
C L x J C

where [ is the vapor half opening angle and can be calculated
from the following expression.

3 4(1-x)
(3icosf - coip+2) = ——— {1
l+x(M-1)
In this equation, x is the quality and M is the ratio of liquid
density to the vapor density. Later, Sideman and Isenberg [5]
suggested a correction factor to this relationship given as
k = 0.25 Pr " 13 (15)

'(I;hg) modified form of the equation (13) is given in equation

[ 3cos B -cosd B+2]1/2
e : | © Pec Pr13)12 (1)
and Tochitani et al. [14 ] suggested that

Nu, =Pe 13 {0466 [n-B + in2py2123} (7

Nu

In all of these equations, the term in the braces is the ratio of
the surface area of liquid in the bubble compared to the total
bubble area. In all cases, it is assumed that potential flow is
present on the outside of the bubble. Also, all of the approaches
indicated neglect any heat transfer through the vapor portion of
the bubble. If this type of model is used, it is obvious that it
would take an infinite distance for complete vaporization to
occur. i
i e :

mmmuwmm—ﬂmmmi e iCwill be d l fon for Nuy hasi
the liquid mode.

To allow a more realistic form of heat transfer to be
modelled, obviously some vapor heat transfer mechanism must
be incorporated. For small bubbles a conduction model may
represent the energy flow in the vapor.

Carslaw and Jaeger [17] have tabulated the solution for
the temperature response inside a sphere (initially at zero
temperature) when the surface temperature is varied linearly with
time (i.e. as yt). This type of boundary condition is somewhat
like that encountered by a bubble rising into warmer and warmer
fluid. The solution is:

[ R22] 29R3 (1) -0i2s2t/R2, ixr
T=yt= e sin

| 6a J‘ andr =1 3 s

Now form the expression for the average temperature in
the sphere from this equation. Taking simply the "steady"
portion of the time variation, equation (19) results.

Tave =Y(1-RZ/150) (19)

Since ¥ t is the surface temperature of the bubble, this
equation can be used to the find the temperature difference
between the surface and the average in the bubble. This
difference is independent of time explicitly, although it can vary
implicitlv through a variation of R with time. The heat transfer
is found by using Fourier's law, yielding the following:

Q=kAYR/(3a) (20)

Using the usual definition of the heat transfer coefficient,
equations (19) and (20) give the following result.

hy =5k, /R (21)

The combination of the liquid and the vapor components
of the heat transfer can be written on an area weighted basis.
This will be given as:

e Ay Ay
h = h’_A_+hVT (22)

Note that both liquid-based formulation of Sideman [5,6] and
one of Tochitani [14] have incorporated this type of area ratio in
them. For example, from the Tochitani formulation, the
following is given:

" 0.466 rn - B+ s":__zg ¥ (23)
A L ey

Since the total area of the bubble must be in contact with either
liquid or vapor:
Ay/A =1-A/A (24)

Then the total heat transfer coefficient for evaporation portion of
the column can be written as:

R =Pec 13 k) {0.466 [r- B + (sin 22123} 2R
+ 5k {1-0.466 [ n—~B+(sin 2 )2)23}R (25)

All that remains for a complete description is to define the
techniques used in the liquid/liquid portion of the column. The
important aspect here is the way the heat transfer coefficient
internal to the drop was calculated. The result given by Sideman
and Shabtai [18].

Nug= 0.00375 Peg /[1+}1c/ 1g] (26)
The outside heat transfer coefficient is calculated as described
earlier, and the inside and outside values are combined in series
resistances to yield the overall resistance.
3.3 Combined Temperature Formulation

One final item is necessary. To be able to compare the

results of any model that computes separate temperatures for
both the continuous and the dispersed phases throughout the
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column to experimental measurements, a special formulation is
necessary. This is because any experimentally used temperature
measuring device will necessarily sense some time--averaged
v]z_zllue of the combined effects of the dispersed and continuous
phases.

Consider a volume region in the column that is imagined
to be the element monitored by the temperature measuring
device. It is assumed that the statistical time average reading of
the thermocouple is determined by the thermal transport to the
thermocouple from the dispersed and continuous phases over
some total (and arbitrary) amount of time. This time can be
determined from the holdup ratio and each phase's velocity.
Therefore the apparently mixed temperature reading will be:

hge Ug At Tq + he U At T

Thix = 27

ha Ug At + hey Ug At

Here hg, and hg, are the heat transfer coefficients for the
dispersed and continous phases (respectively) to the
thermocouple. Note that UgAt and U_At are the total volumes
covered simultaneously in the response time At. Assuming that
there is the previously supposed one direction for the travel of
the two phases (albeit opposite in sign), the total travel distance
in the time At should be Ax. and Axg. There the total volume
each phase covered during this distance interval can be written
as shown in the equations below without regard to sign.

Ud At = Ade=A¢Axd=ﬁ;.¢UdAl (28)
U, At= A Ax, = A (1-9)Ax. = A (1-0)Uc At (29)
By combining equations (28) and (29) with equation (27), the

mixed temperature is found as shown in equation (30).

hg; 6 Uq Ta+ hy(1-6)U.T,
- dt d 'd ct g (30)
hg @ Ug + he (1-0) U

Heat transfer coefficients for the thermocouple were calculated

separately either for single phase or evaporation situations from
correlation given in Kreith [19].

mix

3.4 Computational Methods

In carrying out the numerical solutions, the governing
differential equations are solved by using an Euler method.
Because of the intitial condition of the continuous phase is at the
top of the column, but the computational scheme begins at the
bottom of the column, a shooting method with a fourth degree
curvefit is used to determine the complete set of initial
conditions.

The computational order progresses in the following
manner. First the velocity of the dispersed phase is calculated.
Then the holdup ratio and the continuous phase velocity are
found from the continuity equation. Then the droplet radius is
found. Derivatives of the velocity terms are assumed to be zero
initially, then the derivatives are calculated. The momentum and
energy equations are solved for their derivatives. The functional
values of pressure and enthalpies are calculated. In the boiling

region the quality of the dispersed phase is calculated and the
enthalpy is found as a function of quality and pressure. Ateach
calculational Jevel in the boiling region, the quality is also
changed as function of the hydrostatic pressure. Stepwise
quality corrections for the pressure change are calculated and
added to the quiality change due to heat transfer.

Due to the empirical form of the velocity profiles used, the

derivatives of the velocities are calculated from difference
equations. The half opening angle, 8, is solved by a Newton
iteration technique. Transport properties were evaluated from
published values.[20] Thermodynamic properties of pentane
and water are calculated by the subroutines developed here.[21]

4. EXPERIMENTS

Experiments were performed in a 0.61 m diameter tower
that measured 6.1 m tall and that was made entirely of
conventional pipe. For the experiments that yielded the data to
be cited later, the active level of continuous phase fluid (water)
was kept at approximately 3.05 m. Water entered into the top of
the column at 85°C flowed downward through the column and
exited at the bottom. Commercial grade normal pentane was
used as the dispersed phase fluid. The pentane entered the
bottom of the column through a multiple showerhead
arrangement, flowed upward in droplet form while vaporizing,
and exited at the top of the column as vapor. Design of the
showerhead was such that initial pentane droplet diameters of
approximately 3-4 mm were produced. Operating pressures of
approximately 2-3 atm were normally used in the column.

Orifice plates were used to measure the flowrates of the
hot water and the liquid pentane. Pressure transducers were
connected in parallel with manometers to indicate the pressure
drops. Temperature measurement was accomplished with the
use of shielded Chromel-Alumel thermocouples. 24 were used
to determine temperature throughout the system, including the
inlet and outlet stream temperatures as well as bulk temperatures
at various locations within the column.

External heat exchange function were accomplished by
three devices. On the water side, a plate heat exchanger was
used, Steam at approximately 6 atm and 150°C was used to
heat the water. To condense the pentane, two shell-and-tube
heat exchangers were used. One of these two devices served
essentially as a desuperheater and the other served as a
condenser. Ambient temperature water was used for
condensing the pentane.

Both the pentane and water loops to the DCHX were
completely closed other than in the column where they came in
contact. Water and pentane liquid were both stored in 1900 liter
tanks during operation. Pumping was accomplished by
centrifugal, explosion-proof, stainless steel pumps. Bypass
lines around the pumps were used for control.

Data analysis took place after each day's operation. The
analysis technique involved simple energy balances on each of
the fluids as well as on the column as a whole. Both
calibrations and calculated estimates of heat loss from the vessel
were used in predicting the net heat transfer between the fluids.

Further information about the experiments can be found in
a previous paper. [22]

5. RESULTS AND DISCUSSION

Temperature profiles for the same experimental and
numerical model boundary condition have been invesngalcd.
One of the resultant curve set which represents the maximum
dispersed phase mass flow rate is given in Figure 1.
Experimentally measured temperatures are shown and should be
compared to the "mixed" temperature distribution. In these
calculations mass flow rate of the pentane is assumed to be 0.12
kg/sec and the mass flow rate of water is taken as 1.91 kg/sec.
These conditions compare exactly to the experimental data
shown in Figure 1. (Note that at each end of the column there
are a pair of experimentally measured temperatures shown.
These represent the temperatures of both of the streams exiting
and entering at that end of the column.) Good agreement is
shown between the measured and calculated values. The exiting
and entering temperatures are very closely approximated, and
the mixed temperature variation is qualitatively similar.
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Figure 1. A plot of calculated (solid lines) temperatures and one
set of measurements for similar conditions from an experiment.
The "mixed" temperature should be compared to the
experimental values. There are two values of experimental
temperatures shown at each end, representing the four flow
streams in and out.

Contrary to intuition, a fairly flat temperature profile in a
spray column does not necessarily imply large amounts of
backmixing, premature boiling or a number of other oft-cited
possible shortcomings of spray columns. The present
hypothesis yields results that are nearly the same as the
experimentally determined values and could be quite close to the
actual situation.

Even though some of the previously developed heat
transfer correlations yielded good results here, there was a need
to propose a correlation for the superheated vapor phase.
Equation (21) seems to represent this region very well.

The assumption of spherical bubbles was checked after
the calculations were made. Comparisons to the plot given by
Grace [23] indicated that most cases examined here resulted in
spherical drops, and that only a few situations were slightly into
the ellipsoidal region. Hence the spherical assumption may not
be too far from the real situation for experiments described here.

In Figure 2 a number of existing correlations are
compared. It is seen that they are not in good agreement. The
two models of Sideman and coworkers [5,6] predict quite high
values of heat transfer. In fact the values predicted are
considerably higher than some of the more recently proposed
correlations, one of which is the curve indicated as Tochitani
[14]. This equation represents a large portion of the
vaporization process more accurately, but it, like the Sideman
predictions, does not allow a realistic amount of heat transfer
through the vapor portion of the bubble. The model used in the
present analysis is quite similar to the Tochitani prediction over
much of the range of variables. However, the present
correlation does account for energy transfer through the vapor
portion of the bubble. In Figure 2, the Tochitani and the present
predictions do overlap considerably. While the present work
has focussed on a pentane-water system, more investigation is
needed to compare it 10 other combinations of fluids.

A third figure (Figure 3) shows the variation of calculated
values of quality and holdup ratio throughout the column.
Although the bubble size becomes quite large near the later
portions of the vaporization process, the bubble spacing widens,
causing the holdup to remain moderate. Not included in the
model is any representation of wake effects, droplet coalescence
or droplet breakup. Effects of some of these elements will be
incorporated in further developments of the model.
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Figure 2. A comparison of four models to predict the overall
heat transfer coefficient during vaporization: [5,6,14] and the

correlation developed here. The latter corresponds closely t
Tochitani result except at high qualities. o P
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Figure 3. The calculated variation of i i
quality and holdup rat
throughout the column for the situation show[yn in Figure l? o

6. CONCLUSIONS

A one-dimensional model of a three-phase spray column
has been developed by considering the total flow inside the
column along with the microphenomena that influence the
motion and heat transfer to dispersed phase droplets. Existing
heat transfer models have been modified to represent the
physical situation more accurately. A mixed temperature
quantity has been proposed as a simulation of the temperature
that a thermocouple mounted in the column may indicate. The
model appears to describe many of the general characteristics of
the water-pentane spray column which was used in experiment.
Checking the model with different continuous and dispersed
phase fluids is needed to ensure its accuracy for a range of
situations.
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